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Information Flow in Large Cemmunication Nets
Proposal for a Ph,D, Thesis

Leonard Kleinvock

I. Statement of the Droblem:

The purpose of this thesis is to investigate the problems
associated with information flow in large communication nets, These

problems appear to have wide ap?libation, and yat, little serious

research has been conducted in this field. The nets under consideration

~consist of nodes, comuected to each ether by links. The nodes receive,
sort, store, and transmit messages that enter and leave wia the links.
The links consist of one-way chanmels, with fixed capacities“ Among the
typical v SEems which fit this description ave tne Post Office System,
teleg*aph systems, and satellite communication systems.

A number of interesting and importaat questions can be asked
about this system, ond it is the purpose of this research to investigate
the cnswers to some of these qnestlonsq A partial list ofl such ques-
tions might be as follows:

(1) what is the probability density distribution for the

total time lapse beitween the initiation and reception of a

wmegsage between any two nodes? In particulaw, what is the

expected value of this distribution? )

2) Cau one discuss the effective chamael capacity betwzen

any two nodes?

(3) 1Is it possible to predict the transient behavior and

vecovery time of the net under sudden changes in tha

traffic statistics?

{4) How large should the storvage capacity'be at each node?

{3) In vhat way does one arrive at a routing doctrine for

incoming messages in different nets? In fact, can one state

some bounds on the optimum performance of the nef, independ-’

ent of the routing doctrine {under some constraint on the

set of allowable doctrines)?




{6) Under what conditions does the net jam up, i.e.,
present zn excessive delay in transmitting messages through
the net? The solution to this pvoo1em will dictate the

entent o vhxca the capaci tv of each link can be used (i, Guy
the vatio of rate to chammel capacity, which is commonly

known as the utilization factor).

£7) What are the efifccis of such things as addxtxonallxntra-

node delays, and pri o*:ty maessages’?

One other variable in the system is the wmount of information thut'each..
node has chout the state of the systen (i.e., hou long the gueues ave
in each other node), Tt is clear that these srve eritlcal quaostions which

need ansuwers, and it is the intent of this rebearcn Lo answey some of

In attempting the solution of seme of these problems, it may

well he tﬁat the srudy of a speeific system or hpplicatfon will expose

the bms1s:_qbﬁa nde&btaﬂdzha of the problem. It {5 anticipated that
such a study, as well as a simulation of the system on a digital computer,

will be undextaken in the course of this research,

ty Theory Lo problems of telephone
craffinz represents the earliest area of investigation related to the
preso commumleation network problem. The fivst work in this direciion
dates back to 1957 snd 1908 hea E, Johannsen {1}1’2 published two

'3, the ouze dealing with delays.tc incoming calls in a manual tele-
phone exchange, and the other beoing én inﬁestigatien 28 o how often sub-
seribers with gne ov mowe lines are vemortad "busy," I uas

We Johaansen wiho encouraged &, X. Brlang to inve stigaie problems of this
pature, Hriang, an eagineer with the Conenhagen talephone exchange,

wade o number of major contributions to ihe theory of telephone traffic,
all of which are tvanslated and reporied in {1]; his fizst paper {on the
Poigsonion distribuiion of incgoiag *allsﬁ appoczed in 31900 and the Tapey

coataining the vesults of his main worlk was punlishad in 1017, da which
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he co1sidefed the effect of f]uctuations of service dnmaﬁds on the util-
ization of the automatic equipment: in the telephone exchange.

A few other workers made some go1tributions in this direction
around this time, and a good account of the existing theories up to
1920 is given by 0'Dell [2,3]; his principal mk“on-'guiaing appeared

im 1927, Molina[4d,5] was among the writers of that time, many of whomn
were cencerned mainly with attempts at proving or diSprov&ng Eriang s
formulas, as well as to modify these formulas. '

The theory of stochastzc processea was develoged after Erlang's
work. In fact it was Erlang who first introduced the Covcept of statis-
tical equilibrium, and calle& attention ta the study of distributions
of holding times and of incoming calls, Much of modern queuning theory
is devoted to the extension of these basic principles with the help of
more wecent mathematical tools, '

In 1928 T.C. Fry [6} pab11shcd his book (whlch has since
become a classic text) in which he offered a fine aurvey of congestion
problems, He was the firxst to unify all paevlous;works-up to that time.
Another prominent writer of that pe:iod ﬁas C;}2a1m_£7,8], who was the .
first to use generating functions, iﬁ'étadying'fhé'formulas of_Eriang
and 0'Dell. ﬁis'ﬂorks appeared in 1937;i938;-'nurihg this time, a
large number of specific cases were investigated, using the theories
already developed, in particulas lost ecall probleﬁs, Both Fry and
Palm formulated equations {now recognized as the Birth and Death
equations) which provide the foundation for the modern theory of conges-
tion, o : e

In 1939, Feller (01 iatvoduced the concept of the Elrth and
Death process, and ushered in the modern theory of congesti.ono His
application was in physics and biology, but it uas:clear that the sama
process characterized many medels useful in'telephone traffic problems.
Nlumerous applications of these equations were made by Palm {10] in |
1943 In 1948, Jensen (see [1]) also usédgthis-yrbéésa, without men-~

tioning its name, for the elurida“ion'of Frlang'k-work; Kosten [111],

in 1949, studied the pvobabiilty of loss by mecans of generalized Birth
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and Death equations. Waiting line and trunking problems were explained
Ey Feller [12] in his widely used book on prob&&ility,-makiﬂg use of
the theory of stochastic processes, At arourd 1935, the problems of
waiting lines and trunking problems in telephone systems were taken up
more by mathematicians than by telephona engineers,

In 1950, C.E. Shannon {13} considered tﬁe rroblem of storage
reguirements in telephone éxchanges, and concluded that a bound can be
placed on the size of such storvage, by eséimating the amount of inform#—
tion used in making the required'connections. In 1951, F, Riovdan {17}
investigated a new method of approach'suitable Eor'general stochastic
processes, R. Syski [15], in 1960, published a fine book in which he
presented a cwmmany of the theory of coagestion and stochastic proces-
ses in telephone systcams, and also cast some of the more advanced mathe-
matical’descriptians in comnmon engiﬁeeriﬁg'termsu

In the eatby 1930's, it became obvious that wany of the results
obtained in the field of telephony were applicable in much more general
sitvations, aand so started investigations intc waiting lines of many
kinds, waich has developad into modern Queuing Thecfy;'itself a branch
of Cperations Research. A great deal of effort has been spent cn single
node facilities, i.e., a system in which "customers" enter, joia a queue,

ventually obtain "service" and upon completion of this service, leave
the sysiem, P.M. Morse [16] presents a fine introducticn to such faci-
lities in which he deflnes terms, indicates applications, and outlines
some of the analytic aspects of the theory. P. Burke [17], in 1956,
showed that for indepeadent inter-arrival times (i,e., Poisson érrival),
and ewponentiai distribution of service times, the inter*&eéarture times would
also be independent (Poisson). In 1959, F. Foster [18] presented a
duaiity prineciple in which he shows that reversing the roles of inpui
{azrivals) and output {service compleiions) for a system will define a
dual system very much like the original system, In contrast to the
abvundant supply of papers‘on single node facilities, relatively few

vorks have been published on mulii-node facilities (which is the area of

interest to this thesis). Awong those papers which have been presented
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is one by G.C. Hunt [13] in which he considers sequential arrays of
waiting lines. IHe presents a table which'gives*tﬁe moximum utilization
factor {ratio of average arrival rate to maxiwmum service rate) for which
steady state probabilities of queue length exist, under various allow«_ .
abal queue lengths between various numbers of seqLcntLal service facili- -
ties. J.R. Jacksoa {20], in 1957, prlished a paper in which he inve3t£~ 'g
gated networhs of waiting lines, His netvork comsisted of a number of
service facilities into which customers entered both from external sources
as well as after having completed serviqe in another facility. Ha proves
a theorem which staved roughly, says that a stéadj'ﬁtate distributien for
the system state exists, as long as the effective utilization factor for
cach facility is less than one, and in fact this distribution takes on a
form identical to the solution for the ‘single node case.3 In 1960,

R. Prosser IZl] offered an approximate analvsis of a random routing
ptocedure in a ccmmunzcation net in which be snows that _euch procedures
are highly znefxicxent but extremely stable {i. e., they degrade grace-
fully undex partial failuze of the network).

The two important characteristics of the éommunicatioﬁ nets that
form the subject of this thesis are {1) the number of nodes in the sys-
tem is lavge, and {2) each node is'capable of storing messages while they
walt fox transmission channels to become available. As has been poinﬁed
out, Quevicg Theery has directed most of its effort so far, toward
single node facilities with. sbtor cage. There‘haé béen, in addition, a
considorable iavestigaticn into wmulti-node nets, with no storage capa-
bilitics, mainly under the titie of Linear ?vog'amming {which is really
a study of linear inequalitics and convex sats)., This latter vesearch
wonsiders, in effect, steady state flow iﬂ'iarge connected nets, and
1as yielded some interesting vesulis, One 9ro$12m_which_has-attracted
a lot of attenticn is the shortest route problem {also known as the
travelling salesman problem). M. Pollack and ¥, Wiebenson [22] have

prasented a review of the many solutions to this problem, among which

3J&ckéon's work is discussed in detail in Section v,
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ave Dantzig's Simplex Meihod, Minty's labeliing nethod, and the
¥oore-D'Esopo merhod, W, JSewell [23] has also considered this problem
in some greater generality, and, by u3ing the struckture of the networlk
and the principle of flow conservation, has'exte1dea an-algofithm dee
to Fozd and Fulkersen in ovder to aolve a varied group of f£low problems
in an efficient momaer. R. Chien [2&} ‘has 3iven a systematic method
for the realization of minimum capacity comunicasion nets from their
requived terminal capacity requirements {again consides cing only unets
with no stovage capabilities); a different so1utzon to the same problen
has been chtained by Comory and iy (251, In 1956, P. Elies,

Ao Feinstein, and C.E. Shamnon [26] shoved that the maximum rate of
flow through a netuO?h, betuween any to tefniuals, ig ¢he winimum value
among all simple cut-sets, &lbo, in 1936, Z. Prxhar [27] presented an
arttcle in mﬁlcn he crnlcred the topoiochal pxo;art;es Of communica-
tion.nets, for e,anplea bhe shoved matris netuods foh finding the num-
ber of ways to fravel between two nodes in a specifxc nunber of stepa.

In 1959, P.A.P. Moran [28] wrote a monograph en the theeory of
storage. The beol describes the basle probability preoblems that arise
in the theory of sterage, paying particular attenzién to problems of
iaventory, queuing, and dam storage. .It tepreeents.one of the few
werks pertalnxng to a system of stowvage facilities,

The results from Information Theory [29] alse have relaticn to
the cemmunication met problem cunaideréd'heré. Masf'of the work there
hos dealt with cemmunication beéweeﬂ*twe-painthéﬁrather than communica-
tion within a network. TIn particular, one of the vesulie says that
there is a trade-off bLetween messzge delay and prohabil ty of erzor in
the transaitted m ws3nge. Thus if delays are of ne censequence, trens-
wigsion wich an arbitrarily low probability of esror can be achiaved,
However, it is not obvious as yat, what effect such gdditienal intra-
node delays would have iz a lavge nekwork of cdmmunication centers; it
seems that some manimun additicnal dfiay ts, and if so, this would

restrict the use of ceding methods, 3nd pagbaps put a non-zers lewer

bound en the srror prebability.




I11. Discussion of Proposed Procedure“

Tbe problems associated with a mulii-terminal conmun;cat;on net,

as posed in the first section, appear to be tco dlff;ault for analeLs, |

in an exact mathematical form. That is to say, the calculation oE the
joint distribuiion of traffic flow through a lax rge (or even smail} _

network is extremely difficult, BEven for netwoirks in which no-fee@thk
1s present, the mathemotics is unwmanageable; and for those with faédback,
it seens hopeless to attempt an emact solution, The question, then, is
to what degree, and in what fashion can we simplify this problem?

Since it is the complicated intercommections that cause most of
the trouble, one wnuld'like te isolate each node, and perferm an indi-
vidual anulysis on it, under some boundary constraints, The nede could
then be reprcsanted b; the vesults o¢ such an apalysis. In particular,

e node rep:esentatio1 weald be suf ficiently complete,

by the” usehof pe haas tvo numbers, these nvwhers beiug tne mean and
variance of the traffic handled by the nodes. Thus, instead of having to
derive the complicated joint distribution of the craffic in the network,
- one may be able to'make a fairly aceurate characterization by specifying
two {or at most a few) parameters,

This approach is not ccmplately naive and Uithout justification.
Consider the limear programming techniques [21-26] mentioned in the
second gection ef tchis prswmealo The problems handled by such tech-
nigues have a grect deal in common with the ccmmanzcataon problem at
nand. Their problem is that of selving networks in which the commodity

{ea.g., vater, peeple, infovmation) £lows steadily. A typical problem

would be that of £inding the get ¢f solutions (commouly referred to as
feasible fvilutiens) which would suppert o given traffic £low in a net-
work. A solutien would cousist of specifying the él@w capacity for each
1ink between 2ll pains of nodes, In general, a,latge number of solu-
tions exizt, ond a lot of effort hans bsen spent in minimizing the

total capacity used for sueh o problem. One obvieus requivement is that

the average traffic eacarihg any node must be less than the total capac-
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ity leaving the node, Notice that the important statistic here is

the average traffic £low, and if the flow 4is steady, then we have a |

deterministic problem, Now, in what way does this problen differ fron
the problem considered in this propesal? Clearly, the difference is

that ve do not have a steady flow of traffic, Réther, our traffic comes
in spurasg according to seme probability distribution, Consequently, we
must be prepaved ko wvaste scme of our channel dapanity, ie@,, the chan-
nel will sometimes be idle. A good measure of hew non-steady our traf-
fic is, g the varience of the traffic, That is, for zevrs variance, we
ave reducad to the special case Sbove,‘nsmelyg steady flew, As the vari-
anes goes up, we can say less ond less about the arrival‘time, and the
traffic beoomes considerably more wanden in time, Thus, it is reascuchie
to ennect that the guo impérﬁaut naramefers which characterize cur traf-

fic ave the mean and vaszianse of ihe flow. Notice that o mecesgary, bhub

v

2learly vot sufficlent conditicn Sor a feasilble solution to ouw problen
ig that the average traffic entering the node must be less than the toial

capacity of channels leaving the node. In 1951, ¥andall [30] showed for

iz

single node with Polssen inter-arvivel tises (2t a rate N per seeg), =n

[

afinite gllawable quevs, awd an arbitroery secvice discriburion (with
vean 1/u and voriance v), that the expected waiting time in the system,
B(z) w=ns

: ' 2
20 = (/e *+ iy

this elaarly shous a linesy dependense on the varicnee,

-

Refovence hag alveady buen wade to J.B, Jacksen [20)1, The
asgunptions that he made In Lis acelysis of aetvorks of waiting lines was
that the awriving traffic at each node lLad a Poissen distribution, that

the service time was enponaeatlally distributed, and that infinite gueues

at ecch node were allowed. With these assumpiions, he was able e derive

the distribution of traffic at 221 the nedes, It is important toe anelyze

ssumpiion effectively

=

2

216 assumptions cavefully, The Poisson
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characterized the traffic with tuo parameters. This same assumption
aleo effectively decoupled the nodes f*nm each other, His regults state
that if the mean traffic satisfiern the necessa:y condition stated in the
previous paragraph, then the resultant traffic can be characterized by a
tvo pargmeter description,

The question of queuing aiscxpline is an interesting one, and
one wiich causes some d*ffxcultles¢ That is, the node must decide on a
metinod for cheosing some ‘member in the queue to be segved next., An
interesting simplication tothis guestion, and peLbaps a key to the solu-
tion of the network problen may be obtained as follows, Consider that
class of queue disciplines vaich require that a channel facility never

vemain idle, as long as the quene is non-empty (clearly this is a reason-~
able congeraint), low, adonting a macroscopic viewneint, (i.e., remov-
ing all labels £rom the members in che queue), whar can ke said about

the mean and variasnce of the waiting time distribution for this class of
queue digeiplines? It seems that some reagonably tight bounds night
axist for this distribution, independent of the ﬁar&icular disgcipline
ugad, Perbaps seome cther restriction on the class of aiscipiines will be
required in order to obtain meaningful resulis, Hewavvao under such a
get of regtrictions, if we can characterize the queue sufficiently well,
we may then be placed in a position to obtain some overall behavier for
the metwork. All of the queuing problems solved to dete, have considered
2 particular queus discipline (the microgcoplic viewpoint), and eo the
results have been specialized to an extremely lerge depgrée, Adepting

the macrescopic vfe:paint feems to be a natvral step, and it is the
intention of this vesearch e investigate this avenue,

There appear to be a2 mumber of conflicting interests in a netwerk
of this type, The things o be considerved are: storage capaclty at
each nede; channel canadity at each node; and mesgage delay. There

2xists o trading relationshis am ong these quantities, and it is neces-
Sary to attach some quantitetive measures to this trade, In fact, if

one wishes to generalize cne step further, one cen consider a multi-

terminal communicaticen syséem, in waich the signale cre perrurbed by
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noise in the system. Information tnecry tells us hon to combnt this
diskurbance, and the solution introduces aaaltlonal delays in nesgsage
sransmission and reception, Hhat.eftect-tneae addiiional delays will
have on the system is not clear;'iﬁ-fact~it hécé&ES*diEfiCult'to state
just what the cverall capacity is fov such a vieuatian._ Qnestions such
as these are extremely lmnortant, and deser?e attention. S

Froo the statements in tnis section, it is clear tnaﬁ an

appreximate analysis is all that can easily be obtained for che network
under consideration. HOpefully, the approximate aaswers will be reason-
ably useful, One ‘way to check the utilizatien of the results is simu-
lation, Xt is fully erected tnat, in the coufse of this research, a
simulataed nat of this type will be programmed onvanahef the loecal digital
computers, The author has acemss o the L?ncnln.laberatory TX-2

'computer* as wall as the IBM 709, This simulation study should serve as

o useful ‘check onéthe results and pew hapa,.ﬁill also sexve as a guide

Cinto the resea;cn,




IV, Preliminary Inveétigatioa

In this scctiom, certain resulis will be préseﬂééd, wiaich have
been obteined in the preliminary iﬁvastigatidﬁ"alféady undeirtaken. The
pvroofs of the new theorems will be‘leﬁt'for'tﬁe Appendis,

The point of departure is o theovem due to Jackson [20] which
bag alrcady been referved to, Je congiders a_satuatlon_xn which there

_ th < . e
are M depariments, the m = departmeut taving the following properties
(=1, 2, ,.., M 3 ' '

1, t& servers
2. Custeners frenm cutside aia:v"sﬁen arrive in a Poisson-type
time series at mean rate \ (adu"tzo 1l castome:s will avviva
frenm other deparsments in tne system) .,
3. Sewvice is on a first come, ﬁirst-setva&'basis, with an
infinize storage available for ova“‘IGU' the sprvicing time

| being uanncntiall; dz&trlbuted with mean lfu o
4. Once served, a customer woes immediately Ezom departme1L |
o] dephrttent It with p"ebabi?ify g ; hig total cervice is com-
pleted {and h? then leaves the ayst@m) with probability

Praperey 4 is the basis on which chksaﬂ calTs ahis syetam & necuork of

vaiting linzs. Defining l m_as-&ae_average-arrxvai-raae of customers

at depavtment o frem 2il souvces, inside and outsids the system, Jackson
states chat . - - |
R »»*-E ' ["

o n 4o Fono dn

3

How, defining o ao zhe number of c"ﬂtcmarb vaxtinw angd in gavvice at

g

]

depantment m, and defining the state of the system,as the vaetor

{nla Tyy ssop nMQ, ae proves the follpwing

(1
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Tm: Defi'ﬁe ?n(m) (m L 19 2# aeop Hp nﬂ 0* lp 23 uab}g the
Pr [finding n customers in department m in the steady state], by the
foilowing equations (where the Po{ma are determined by the conditions

n

Po(m) ( _rmfnml.lm)n H':/n: (a - -0, 19 seoy Nm)

() | | |
2 e g | - (2)

p & ¢ me“myn“‘.xn:  aaw

0 ' m mm m m _ ©Tm

A scegdy étate dig;ribution of the state of_the.ahcve described systen

is given ﬁ:’gﬁéggéﬁéucts
P..(ﬂlp.ﬁz.n. oo oy nMD - _?nl(l.}Pnztz)ooaPan) (33

provided rm (-p.mblm form=® 1, 2, ,00, ¥

This theorem says, in essence, that at least go far as steady
states are concerned, the gystem with vhich we are concernaed behaves as
if ite departments were independent elemantéry syétems of the following
type (which is the type considered by Erlang)s Customers arrive in a
Poisson type time series at mean rate'x; ‘They are handled on a first
come, firgt serve basis by a system of N identical gervers, the servicing
times being exponentially distributed with mean'iigo -Tﬁe steady state
distzibutiﬁn of the number of people, n, waiting and in sérvice has been
obtained by Erlang, and is the jdenticai form as in.JackSon's theorem
above, with Nm =N, f; = A, By ™ Ho Pn(m) &_?n, and with the condition
A & ul. That is, Jackson's problem reduces to thaet of Erlang's when
M e 3}, However, for M = 1, the network property of the system is des-
troyed, Jackson's result is very neat, and suggests the possibility of
bz2ing able to handle large nets of the type of interest ko this thesis,

' Fpllowing, i8 @ statement and discussion of some reénits obtained

for systems similar to those considered by Erlang and Jacitson; proois
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for the theoreus ave given in fhe Lppendix,

Cousider & peiv of modes in a Jurge communication net, Waen
the first of thesz nodes transmits a message destined for the otiier, cne
can inguire av to what the rost of the net appears like, from thg:point
of view of rhe transnitting umode, In answer to this inquiry, it does not °
seen unréaconable to consider that the rest of the net offers, to the
zessage, a number I, of “equivalent” alternate paths from the fivst node
to the second; the eguivalence being a very gross sinplification of the
actwal situation, which, mevertheless, serves a useful purpese, Thus,
the systoem under comsideration reduces itself to that considered by
Erlang. Now, for given conditions of average traffic flow and total
transnitting cagaciiy between tthe e undes, the problem as to the
optimua vaiue.oi;ﬂ preceuts itself {optimum here referring to that walue
of ¥ waich ﬁiﬁiéizgs the total time spent in the tranzmitting node, i.e.,
cime spent waiting for o free transxzicsion channel plué time- spent in
transmitting the message). Thus, as shown in Figure 1, ¢he system cor-
gists of U chonnels, each of cepacity C/Y bits per second, with Folsson
arvivels of mean vate A, avd with £he megsage lengiths diseribured

arpenenticlly with mean lengih 1fu bits,

© C/Y bits/sec

O C/H bits/sec

o3
nu bits/cec
mean twaffic

(wext nmessage chooses cne from the

MG/ bits/see
avallable eboannels at random. )

Figure 1: MNechannol node consildered in Theorem 1,
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As is well knewn, the solution for ?n(defir*ed as the pr:)i";:ability of
finding n messages in the system in the Ste_d&;r' staze) is, for MuG < i,

("

2,2 /! S . a g w

S o
pap“n".!m: e . ny W
.

where p = AuC is defined as the weilization fé,ééor,-""i‘-bs:e that this is
the same soclution found by Erlong, Trom these steady state 'p::obaail-
itles, we can easily find B{t) » Wnich is the espected value of the time

- spent in the systenm, as

i
Ly

Efc) = Wuc +i’ C2® /7 uc-p) R {:
where o

B 1 = ()" / (1ot
‘and :

P IE (e a4 mm“zwééﬁ:&‘l N e
o nE® 0 - oL o '

He are nov ready to state
TIBGREM 1 T

The veolue of H {‘fc:ich aialmizes E(t), _foi* all 0 € »p <1is

¥e=i,

Let ws look at the empression for E(t) a little closer., UNote
thet the gusntity ¥/pC is merely the 'avéz'*_grga time spent in transmitting
the message over the chamnel, once a chanuel is .éﬁr_&i-lablao Aleo,

P(pM) is the probability that a messege is forced to amter Che queta,

Mow, frem the independence of he messages, one :-:oald'-e::pect: E(t) to be
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E{t) = average time soent in chhnve1 + averzge time szent in gueue.
Bquation (5) is of the form

E{t) = average time spent in chamel 4 {prcbability of entering

the queue)d

vhere T = 1/(1-pipC.

#

The physicel Intevpretation of the qsantity is that it is the average
time spent In the queue, given that a message will join the cueve, The

interesting thing”here_is that the quantity T is independent of 1,

Let us now vecall one of the basic assumptions of Jackson's
theorem, namely, th&é'nﬁOﬂ_CQﬂpleting Eefﬁiéé*iﬁ'dep&ft&eut m, a
customer goes :mmedxately o depav tment k with nvacabllity LI i£,
now, we consider a communication netvork of nodes and links {channels) ,
it is wot 2t all obvious howr we can raute-me*éages-in-t&e net so as to
satisfy this assumption. That is, how cen we aeaign a communication
network so that an arbitrary nessage enLarhﬂg node @ will, vith
probauzlzcy %0 be trensnitted over that chamnel which links node m to
node &, €Clecriy, one way to achicve ta¢u is to aseizn each message, &9
it antars.ncde @, to the channel inking nodes m and Ik, with probabil-
ity @y Hevever, with such @ acheme, thare would occur gifvations in
which there were messeges in the node wuiniﬁﬂ on a queue at the same time
that some of the channmels leading out of the node ware idlc. Ii seems
ratsnnable, in sore caszes at leasﬁ,'to prchibit-sucﬁ a condition.
Therafa&e, ¥ ictimg the existence oi idle cnanneiu if there aTe any

vaiting néssages, ve arvive at the &o‘lawino

THEOREM 2:

Given o two channel service faczlz,y of tata) capac*ty c,

Polseon arvivals with mean rate by, message leugths di&tt;bua & euponen-

tially wich mean length 1/n, and the restriction ¢hat no channel be idie
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if a message is waitiag in the queue, then, for an avbitrarily chosen
number, 0 g "y € 1 it is pot possible to find d:'-ﬁueue discinline and an
asgigoment of the two chanrel capacitiesz {the sum being C) such that

Pr (entering message is transmitted on the first channel) = %y

for all 0 ¢ p ¢ 1
where - p = A/uC

Thus, this theorem shous that one camnot, in general, mae an arbigrary
assignment of the proebability of beingltransmitted QVET A particulér
channel which remains constant fer all p, Fowever, in the proef of this
theswem, it is shown that it is peaaibie to find a queue discipline and
a channel capacity assigament such tbat the deviation of this probabil-
ity #y is rvather small ever the eﬁsire'range 0 g’p < 1,

It is alse ef interest te note that in the proof of Thecrem 2,
it is shown that the vaviation of m, is zero over 0 g p < 1 for
%, = 0, 1/2, 3, In fact eiis leads o the Following

COROLIARY: Tor the same conditions 33 $hga?em 2;'except allowing
W channels, and for %z s ﬁz Mmoo W Wy = /9, then it is possible to

find a2 queuing discipline and a channel capacity assigement sueh that

R '
Pr {eoterving wessage is transwitted over the 1t1 channel) =
1B for all 0gp< |

In pr&ving Theorems 4 and 3, as well as in some other invesii-
gations which have been started by the auther, the solution o a ser of
non-linear equations was found %o be necesgary. As is gomerimes poe-
sible with such equations, the proper transformaticn of varisbles per-

wmiteed the rveduction of these syuations to a linear eystem. This

cransfowmation turned out o involve that fundemental quantity p, and

thus led o




THEOREM 3;

Coansider an 11 cﬁanuel service facili&y of tatal capacity C,
Poisson avrivals with mean rate \, message lenoths distrxbnted exponan-ﬁ

tially with mean lengta 1/p, and an atbitraty quede discipliueg.;
the utilization factor

p = AuC

Then _ pe1 -Z (Cn!C}Pn | {6)

where E; = EBxpected value of tha unuSed'cagacity‘given n lines in use

and ?n_-.?r.(finding 0 messages in the system in the steady state)

ptov{déd\ b stem veaches a steady state,

Votice that, in Theeren 3, 2ll information wegarding the queue
digcipline is contained and sﬁmmafized'in the quantity Eva This theorem
corresponds very nicely with cne's intuition, as nay be seen by rewriting
it ag

p = 1 - E (unused normalized capacity)

wvhere the normalizatien is with respeet to the total capacity C. It is

clear that this last equation way, in turn be written as
p * E (used normalized capaciay)-:'

vaich says that
AMu = E (used capacity) - . _ {r)

Now, gince the average number of messages entering per sccend is A and
their average length is 1/u bite per message, the guantity A/p is clearly
the average number of bits per second entering the facility. [Recall thac

the condition for the existance of a steady state for this system i

-

NapC < 1
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Thus, if we have a steady state solutien, ve are éuaranteed that
Mu < C (which says that the facility can handle the incoming traffic)
and go the expected value of the capacity used by this input rate will
merely be Afu; this is precisely what equation (7) states.

In even the simplest conceivable communicationb natwvork, it seems
reasonable to require that when a nessage raaches the node to which it is
addressed, it should leave the system i.e,, it 1s &eliverado Hawaver, in
the assumptions considered by Jackson, there is no final address associ-
ated vith each "message" and so, the correspendence between the problem
considered by Jackson, and'that of interest to this thesis is net as
close as cne might hope.

Therefore, let us consider a communication network with M 4 1
nodea, for which the entering messages nave associated with them a final
deatination-(&ﬁ@ressb. fuee a nessage reaches its address, it is dropped
from the syétémhimhediutely. Thus, we ave altering the model considered
by Jachamn cnly slightly; and in order to keep the rest of the system
similar to his, we will comsider a completely connected net, with alll
=, = 1/¥ (i.e., upon entering a node, a message will be transmitted over
2 parvticular chamnel with probability 1/8, unless the node which it just
entered is its final destination, in which case the messaze leaves the
system with probability-one)e Note that the corollary te Theorem 2
allows us o define such ®; o For such a system, it turns out that
Jackscn's results still apoly with some alight midlfi*ations as stated
in

THECREM 43

Consider tha ccmpletaiy connected'm 4» ncde 3ysaém described
above, Let each transmission channel leaving node m have caoucity C M.
Let the incoming messages enteving nocde m frem external sources be
Poigson at rate A and let the message lengkhs be enpanentiaily dis-

tributed with m2aa length 1/p. Further, let ¢ e the Pr (message enter-

i

ing node m  from its exnternal source has, for a final addvess, node j).

Also define ?Q ) as the prohahziaLy of finding n messagss in node m in

the steady stateq -
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Then

& _
2, ¢ Fm;ucmmn;n; (am 0, 1, aoe, )
{=) '
AR {3}
m S .
2o ¢ [T ue »% my CREN LR R
—
whare _
=5 r a, /v |
rr,n._ m iZm 1 %l e : (93
and Qim w Pr {apbitrary message in node i does not have nede m for
a final address)
provided [: < ucm for allm=1, 2, ecap Mo

This thecorvem is alwost identical to Jackson's theorem, as one
night empect, Zio%g.ge chat herve, the appropriate _d_gfinition for the
atilization factey/node m is B Enj;gcm., The definition of E_l ags given
in Eqne (9) can te shown to agzee with the definition for the average
arrival rate of messages at node m {analegous to Jacksen's definition in
Egn, (1) ), The evaluation of @, involves solving a set of simultaneous
eguations, as does the evaluation of rm. By way cf illustration, the

selution for rl and G,, in 2 three nede net follows:

2 o
Fl BRI TR R Y

¢ 1¥13

1o = 2N, e 100 [

As olveady mentioned, P, Burke [17] has shewn ¢hat in a waiting

system with U servers, with Polsson arvivals (mean rate M) and with

exponential helding timzs (rean holding time for eseh sevver = 1/u), the
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traffic departing from the system is Poisson with mean rate A, previding
the steady state prevails (i.e., provided p = N/ul is less than 1), 1In
fact, it is cn thic basis that Jacksea is able to say that his sysetem con~
sists of indeperndent elementaéy systems; that is, Durke's theorem states
that euponential waiting systems (or.dgpartments or nodes, as the problem
may be defined) always transforn Peisson input traffic into Poisson out-
put traffic {with the same weun rates) end thus the départing'traffic is
not distinguishable from the input traffic, An identical sitwaticn exists
for the system considered in Theoram &, and is stated formally in

THECREM 53

For the system considered in Theorem &, all tra€fic flowing
within the network is Poieson in nature, and, in particuler, the traffic
transmitted from rode m to any ofher vede in the system in Peisson with

‘wean cate rlgm,

Y¥any ef the theorvems presented here ave fairly specialized o
particular conditicns on the network topalogy and en the routing disci-
pline. It is anticipated that o nuwber of them can be axtended to less
rastrictive networks, and such an effort is now teing undertaken by the

author, since this investigetion fits very well with the genzral ainms of

the thesis regearch,
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008 of Theareno

Before we prQCééd*with tbe_ﬁfﬁéf§;31€E£ﬂ§.ﬂefi#é'ﬁ'ganeral resulf
for a class of Birth-Death ?:ocesses-liéjo
Let . o
- . (t} = Pr ifzndzﬁg n members 1n syszeu at txma t]
b dt = Pr [birth of a ey member duriuw any intarval of length
dt ln members already in syscem]
d dt w Pr {dedth of a member during any interval of length
dt |n members in system]

then, clearly

Pozg_é'dt);h ?I(t) @, de) ¢ ® (t§-(1-b 04E)

'__}:_"-'P'n(i:'"fi-_-'di:)'* 1&3 [T 1&1:3 + P, 1(a:) (o _;de)
+ P (z) {1-d % - b dt) IR B2l
From tﬁesé egus., we get . |
dP‘(t)fdt = d-?i(t)rbu?ettﬁ - PRE (a1§
ar (cmt 4 4qP () # bR 1(:3 _:éan«g;bn_jy?n(ay npl (A2

Let us now assume the existciice of a StEudj state dxstributhon for P (t}9

that is,

lin 2 {g) =2
tﬂequn o

Therefore lim dP {*)f&t = Q
td&ﬂﬂ

and so, we get, for eqns. (Al) and a2y,

¢ = leI - bo?g

s
8= d P T Bnafha ?n 0’ n

4 . .
lote that b, and d, ave assumed to be independent of time,
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The_solﬁtion'to thie set of difference equations is
n-1 _ : B .
I’u “Tr Po'(bi; d_i-z-j,) o e n 3_1 ‘(AS)
ix . .
whlch way easily be cheched,
Theorem 1 - proof: -
Civen OE(E) « W/ & B(M/C(Lp)
substituting for P {»¥) and rearranging cemsf'giveﬁ us
) o 1) T ' -
w {1 ! +. : ) 4
w0 - ahe negdler >
N-1 o
. g N . ﬂ“r ; .. - . .
where sii w%(ﬂ o Hifa: > 0
now S *-“Z(JP""‘_“? /) [U-1)/8] .. [n + /]
o o et - .
- S
therefore S ¢ yp = {p ~1)/Q1-p)
7w ‘ s
N R -
Serd e . -1 . i - 5
giving 0 < Sy € s | . | g . (a5)

How, for I = 1, -eéna (AL) .:gields_'

B(t) =~ 1/uC{l-p) | for U = é
thevefora, it is féaffici._ent to s‘-:im;.thai;.g.-

(e) > 11;;3(-1-@' for ail N'}I'l-, Ogp<xl
uging (AS) we get, fo?I(AQB | |

EQe) 2 (1/uC) (1 4 p /igi-p)]

B(=) 3 [C-p) ¢ o IAS0R)
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Letting 1-p = ¢ or 1-¢ = p, we see that

ol {l-p) < pN - Ty o (i-a}n 2 R 1o 3_1 _
thus  E¢t) » 1/uC{1l-p)

for all ¥, and in particular, the only case fo* which the equal*ty holds
is ¥ = 1, Hote that the equalicy vauld a‘sm hold for a = 0 but this
implies that p = 1, which we do not pﬂrmito Thus

E(t) > 1!;;0(-1_—93 for §>1, 0¢ p' <1

7

wilch completes the proof,

Theorem 2 - pronfs

The mathod of proof will be o siow the xmpnaslutlzty of
contrddlcting the theorem. '

- Suppose pe=0, Then ? (che probability that in the steady state
the system is empty}-approucges i, In such 2 case, an entering message
(which will, with probability arbitrerily close to 1, find an empty
system) must be assigned o cheonel 1 with probaﬁi;ity ii {and to channel 2
with probabilicy @y = 1-x)) f ene iy to have any hopa of coniradicting
the cheoven, _ |

ﬁcw.suppdse.p-uil; ghen P° and P, (che probability of one mas-
sage in the sysiem) hdéhjﬁpproaﬁh Q. ?hetéfnré; the channzl capacity
Cl assigred to channel 1 {which.iﬁplies G-Cl = Cé.fﬁr chamael 2) must
L2 chosen so that

¢ = Pr [chamel izempties'beforeféhanneizzlhoth channels busyls ®y

That is, with pﬁcbaazllty arbi "afiiy.éiaae'to 1,.a-messaga enteving the
node will be forced to join a quena, aﬁd’gg, wheﬁ iﬁVr%aches the head of
the queue, it will Fand toth channels busy, Iﬁithis messnge is to be (
transmitted cvar-channel 1 witu;ardb&bilitﬁ,gTQ‘itfm&szuba:that.the
channel capacity asaigﬁments vasule in @ = wl,-_ﬂbte that we have taken
advantage of the faet that messages with expenentza?ﬂy digeributed lengihs

exhibit no mwemory o8 regands their tr“r mission time.,
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Yow, o om [ ?r izhoonel 1 eopties in {,t+dt) !-I:m:h busy at time O ]
*Pr [chaaunel 2 is not yet empty by }:’-i'both busy at time O ]

8.8)
o= / uC‘le-“clta'““tht'

s 4 e le
o = #lclﬁ{(ucl{ﬂczb CI/C

but
a"fll
therefore | .
Cl = xlc
and alse

Cz ® gzc o (- _xl)C

These two limiting cases for p-‘.afs(} and p--l"hdve constrained the
construction of our system completely, ' '
Wow, let
Ty = Py [incoming message is _trans‘mi_._t:te_&on channel 1 ]

i’n = Pr [finding =n mesgmg&s in the system in the steady state]

Then clearly, o | o
il
Ty Tty Y Z?_ 5 (a8
where W :
qq < Pr {channel i is busy | only one chamnel is busy]

Ty ® E [probability of an arbitrary f'néé_sage being wramsmitted

over channel 11

Fox Uyqe W& write!
G (546D = [PCe)/®) () 1Oyt & [2,(e)/Py (€)1 00C, de)
& qzlit}{.{-kﬂt—p{:zdt]
Assuming a steady state distribution, we get,

0 = (Py/Py D, 4 (B,/00C; - OvuC,da,, @7

Now, since this system satisfies the hypothesis of the Birth-Death

Process considered caviier, we apply Eqn.{A3), with a, = ;163

d, = uc n22), bn = A\, and obtain




wiere p o= Aul,

and = . e g g
Cw B [capacity in use | one chanmel is busy]

= U0 Gy T LGy,

[

Also, recall rhat €, = @0 and C, = #,C #:(1~x13C';

Thus, Egn.{s7) becomes

2

r
£

similarly - .
- Gy, = (:Cxy + “""23 [ G uey §
Low, forming the eqnation,

Gy ¥ Gy T

we cbtain, after scme algabra,

Ut e a2 /200 + My w,)

= sl v 2p) LR 8 olwyn,)

Ve zay now wrige Rgn.{A9) as

CE20) [ (2p ey w0, ) Buty 7 Dy

Ao gCﬁz

e
B

Simpliiving, we gof

4, = a lwip) /[ Qe tp) - ¢£10)
itz 17z : .

Leturaling to Bonl.(AC), we see that the enly way in which_rl can sgual

%, is for Iy ® %y - Bane (215) shows that this is not the case,

whilch demons.ovares that the theoren cannet Le econtradicied for an

-

avbitrory «, , proving the thasrem, i 53
- )
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is divided between tie two channels in propertion to the desired prob-
ability of using cach channel, and for the discipline followed whea a
message finds both channels empty, one merely chooses chonnel i with
probability %, | '

Corollary to Theorem 2 - proof:

In pzoving Theorem 2, it was shown that fdr_ gl w 1/2, 't;.r’f-_si':itab]_.e; |
system could be found to realize this Ky - This result aiso_fﬁllous
dirvectly from the complete symmetry of the two channels, Similariy, the
proof of this corollary follows trivially from recognizing, once again,
the cemplete eymmeiry of each of the N chamnels, @

Theorem 3 - proof:

' . The system considered in this tleovem satisfles the condlitions

of the Birth-Death Process examizmed earlicr, with

b =)\
n .
d, = n{C-C )

Thus, by Een, {43), we find

) 133
n o
P = ?O(x{uy /1 ;Ez {c-ci)} ngl
ox a o '
2= ?opn N !m (1er)] npl (a1

wvhere p = AuC
C.te o | 1
ril‘: Cif'-.- . (&_2)

and P=P
1

o for w0, by definition.

Leg us now solve for 170:

S | i 3
n
Eynwlm?gil-i- Ro 1

o=l n=i

whare I




I

Thus .
e

n

Yy ) ' 3
ER i - (AL3)

't\/ﬁg

L

wlf{l-:ﬁ..

e

How, cccording to the statement of the theorem, let us fora and solve

for ' _ e

%=1 - {€_reyz,
n= _

iloting that E; w by'can'structicﬁ; ané using Bons. {A11) - (A13),

- - - = . B n
no= I’a T Z rnnnp

=,
& Q
14 z; TR o
o ] - oaws )
1% R“p“
' n=i
[o:a] 0
}_n-'zﬁpn—l—- '“I{'_pn
n=1 ° n=l .n .u
nw .
14 9 thn
n=1

ue or

S - =

1+ R pn
s n

1t is important to recegaize here thot Ry muct be defined as

Tihas - . _
= 1 {talon now cu o definition as woll)

.




aud so !
.!.‘{' ZRQ
x=® p n=l
1+ E.pn
n
n=1
or ™ p

which proves the thecrem,

" Theorem 4 - proofs

The systen considerved in this ¢

theorem satisfies the conditicns

[
of the Birth-Death Precess examined earlier. However, we have 1 nodes,
and so we must investigate Il probabilicy distributiens, “nﬁaj, vhersa
o = 1,_,0,.,ﬁ+1 and no® Q,1,2,,., Lat the birth and death vates fox
m . . .
node m be b (=) and n€ 3re$gect1vely. Fith this nntation, we seeo
that '
_ 4l a1 _
{ﬂ) XAV 1 s o {3‘) o "
SRR e, e, 11 - P uxd
n al : W im : i
331 = RS
it
';’:'}u_‘fi"f n= ‘O,'l,o.”,,ri
@ 23
1t . _
',xﬁm apll
X ¢ . .. . . e
An explenation of the bﬁi /s vequxreﬁ 2t tais poiat, hﬁ iz the input
{blreh) raie of messages to nede n from its eniernal soures (by defini-
zion), Ia addition, each of the cther I nodes “ends”massages to usde m,
iet us cousider the } ade's coniy bat:on { %y say ) ko the iuput
rate o¢f node w { § ¢ m):
Clearly,
P 5‘:
j‘-‘t = ?PIQ-E:} Qz:! Q3 wox *. :1:. E Qz?Qﬂ} ~«{Q-}aQ3
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viere Q= event that a message on the channel comneciing nede j to
node 1 ¢bmpl§ces izs trzasmission to node m in an arbitwary
timefiutervnl-(t- t+dt} | '

Q2 = event that an arbitrary messane in rode 3 daes not have
node g for its fina;.adu.ess

03 = event that tha channel uannectiﬂg noda i ro node m is

being used
£ince Qz and_.Q3 are~iﬁdepeﬁdent-events;'W&*get "

and for node j,

=l 92.Q3] - mszll q31 = G fma

Pr{Qz] ' aj N-1 _ T
Priggl e 1 - _{z:';»iﬁ_)(a-i}?a -

The summatica oa j appcararg in the erpression £br b ( Drereiy adds up

the contributions to the 3ant (bireh) vace ng lﬂteaﬂﬂlly routed massages,
Tow, aucorulnﬂ o the definition of ¢ ﬁ_&a Theoren 3, ve con apply

the same cefinition to ecch of the #1 nodes in the prasent théorem,

'hub, in this rase, e sac that

o lw-admie _ ng N

=) B

c VY oa

i 9 - S - nyN

and 50 we recognize, by applicatiun of ?heorem 3 that

Wi i
' 3:‘3! / o ‘}ﬂ ?j .
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wiere, by definition,

ﬁf:u

- average imput rate to mode i

pj = Cj - maximum output rate from node j
1 R S
() < [T RN R |
thus b ©7 = X+ j;i Gﬂljmf!ﬂ _ - alln >0
it |

But, since bn{m) is independent of n, it oﬁvi‘o_‘u's-ly satisfies the definition

of !:; { = avevage number of messages per second eatering node m), Thus

' el !
{m) 5 o
.bn = r:a ® Am * j‘f ?-"jajmhq '
| x s .

Mow, using these birth and death coefficients, we apnly eqn. (A3) to get

?OCBB( [a[”cﬁl)n K‘f}fﬂ: . N (ﬂ = 0, 13 veng H?
o (@) ::I
7 <
{m) 0 _“?\q 1 ' . .
PE) ¢ Imfp..mj ;T}“}:!,_ . | o >N

In this case, it is clear that the steady state is defined only when

P = rfy,c: <1 for all
n n T om _ : mw 1, 2, so0, M

This completes the proof of the theovem, . @

Theorenm 5 « preofs

In oxder to show that 21l traffic flowing within the network

considered in Theorem 4, is Poissen in nature, it ie sufficient ko shew
thak
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-
3

q 4C,t) & Pr Ia message transmisginwy iqaany'channel € of the
unetyerl, is "co".r.pletét‘;:‘ in a time intarval {e, ¢ + avy,
wiere ¢ is arbitrary;

= kde

" wiere &I s a constant, . . ‘
B Let ue show this for an arbitrary chonuel counecting noce J '
{82y) to any other node:
C. =P G, j0,iP H
q (“JR 38;} -~ R«.il .,3.! {QEJ
where ond ¢, are as defined in the prosf of Thecvrenm &, As shewa in
1 3 : ,
the preaf of Theovem &,
and so  ofC,/8,£) = (-'Rf.ﬁ)'dt
3 J
waleh proves the theoven, aud ales shows ghe walus of the menn vate for
the Dofsson trafific o be ﬁﬁ% ' ' %
o '
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